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Linear Transformations or Homomorphisms

Definition :

Let U and V be vector spaces over R. A mapping
T : U — V is called a linear transformation if it
satisfies the following two conditions :

@ Forallu,ve U, T(u+v)=T(u)+ T(v).
@ For any u € U and for any a € R,
T(au) = aT(u).

In other words, T is a linear mapping if it preserves the basic operations
of a vector space, that of vector addition and that of scalar multiplication.

Note that, R may be replaced by any field F.
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For example, T : R? — R3 defined by
T(x,y)=(x+y,2x,x = y)

is a linear transformation.

Theorem : Let U and V be vector spaces over R.
A mapping T : U — V is a linear transformation if

it satisfies for all u,v € U and for any a, 5 € R,
T(au+ Bv) =aT(u)+ BT(v).

Note that T(0) = 0', where 0 and 0’ are the zero
vectors of U and V respectively.




[llustration 1 :

Show that T : R? — R3 defined by

T(x,y) = (x+y,2x,x —y) is a linear
transformation.

Solution : Let u = (a,b),v = (c,d) € R?. Then
T(u+v)=T(a+c,b+d)=((a+c)+(b+d),
2(a+c),(a+c)—(b+d)) =(a+b,2a,a—b)+(c+
d,2c,c —d)=T(a,b)+ T(c,d)= T(u)+ T(v).
Also, for o € R and u = (a, b) € R?,

T(au) = T(a(a, b)) = T(aa,ab) = (aa + ab,
2(aa),aa — ab) = (a(a+ b),a(2a),a(a — b))
=a(a+ b,2a,a—b)=aT(a,b) =aT(u).




Exercise 1 :

Check whether the following mappings are linear
transformations?

: R? — R3 defined by T(x,y,z) = (x,y,0).

: R? — R? defined by T(x,y) = (x +1,y).

: R? — R defined by T(x,y) = xy.

: R? — R? defined by T(x,y) = (x + v, 3x).

: R3 — R2 defined by T(x,y,z) = (x, yz).

: U — V defined by T(u) =0, for all u € U.
: V — V defined by T(v) =v, forall v e V.




More examples of linear transformations :

o TR — R defined by T ([']) = |5 3| ']

o T:R" = R™ defined by Ta(X) = AX,
where A = [ajj]mxn-

o T: F([0,1],R) — F([0, 1], R) defined by
T(f(x)) = f'(x), for all f(x) € F([0,1],R).

o T:C([0,1]) — R defined by

T(F(x)) = /0 F(x)dx, for all (x) € C([0,1]).

o T :P,— Pp1 defined by T(p(x)) = xp(x),
for all p(x) € P,.




Let T : U — V be a linear transformation. Then

o T is said to be onto or surjective if for all
v € V, there exists u € U such that T(u) = v.
In other words, T is onto if T(U) = V.

o T is said to be one-one or injective if
for any u # v € U, T(u) # T(v). Equivalently,
T is one-one if T(u) = T(v) implies u = v.

o T is said to be bijective if T is injective as well
as surjective. If T is bijective then T~! exists
and it is also bijective.

o T is said to be an isomorphism if T is
bijective. U and V are said to be isomorphic if
T is an isomorphism.




Kernel and Range of a linear transformation 7 : U — V.

o 7(0)=0 = T(—u)=—-T(u)forallue U.
o Ker(T) ={ue U|T(u) =0} is called kernel
of T. Note that Ker(T) is a subspace of U.

o T is said to be singular if for some u # 0 in U,
T(u) = 0'; Otherwise, T is called non-singular.

o T is one-one if Ker(T) = {0} (or T is non-singular).

o T(U)={T(u)|u € U} is called range of T.
Note that T(U) is a subspace of V.

@ Nullity(T) = dim(Ker(T)) and Rank(T) = dim(T(UV)).

e Dimension Theorem : If U is of finite dimension
then rank(T) + nullity(T) = dim(U).




Operations with linear mappings :

Let 71 : U — Vand T,: U — V be linear
transformations. Define

@ Thesum 77+ T>,: U — V as
(T1 + To)(u) = Ti(u) + To(u), for all u € U.
@ The scalar multiplication a7; : U — V as
(aTy)(u) = aTy(u), for all u € U.

Prove that both T; + T, and o T7 are linear
transformations.




Operations with linear mappings (continued...)

Let 71 : U — Vand T,: V — W be two linear
transformations.

Defineamap To,o T : U — W as

(Too T1)(u) = To(T1(w)), for all u € U.

The map T, 0 T; is called a composition of the
linear transformations 77 and T».

Prove that 7, o T is a linear transformation. J

In general, Too Ty # Ty 0 T,.




Vector space Hom(U, V) of linear transformations :

The collection of all linear transformations from U
to V, denoted by Hom(U, V), is a vector space
with the sum and the scalar multiplication of linear
transformations defined as above.

For finite dimensional vector spaces U and V,
dim(Hom(U, V)) = dim(U) x dim(V).

A linear transformation T : V — V is called a
linear operator.

A linear operator T is said to be invertible if it has
an inverse T~ ! thatis, ToT '1=T1oT =1.
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[llustration :

Let T : R — R3 be defined as T(x,y,z) =
(x+y,y+z,z+ x). Show that T is one-one, onto,
bijective, a linear transformation and isomorphism.
Also find T~!, Kernel of T and Range of T.

Solution : Clearly T is a linear transformation. Note that Ker(T) =

{(0,0,0)}. Therefore T is one-one. Also for any (x,y,z) € R3

(Codomain), there exists (x',y’,z') = 5

(x+§—y’ ><+}2/—z’ z+y—><) c R3
(Domain), such that T(x',y’,z') = (X' +y',y' + 2/, 2 + X') = (x,y, 2).
This implies that T is onto. Thus, T is bijective. Hence T is an
isomorphism. As T is onto, range of T = T(R3) = R3. Finally,

T (x,y, 2) = (572, 525, 25).
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Matrix of a linear transformation :

Let U and V be vector spaces of dimension n and
m respectively. Let T : U — V be a linear
transformation. Let E = {uy, up, ..., u,} be a basis
of U. Let F ={wv1,v,..., vy} be a basis of V.
Now for each i,1 < i < n, as T(u;) € V, we have
T(uj) = bjrvi + biovy + - - - + bim V.

Therefore the coordinate vector of T(u;) is
[T(u)]F = (bi1, biz, - - -, bim)-

If Bpxm is a matrix with i row [bi1 bio ... bim]
then A = B?, a transpose of B, is called the matrix
representation of T relative to the bases E and F.
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[llustration 1 :

Let 7 : R® — R3 be a linear transformation given
by T(x,y,z) =(—x—y+z,x — 4y + z,2x — by).
Determine the matrix of T with respect to the basis
E={u=(1,0,2),u,=(2,1,0),u3 = (1,0,1)}.

Solution : Note that T(u1) = (1,3,2), T(u) =(—3,—-2,-3) and
T(us) = (0,2,2). Also, the coordinate vectors [T (u1)]e = (7,3, —12),
[T(w)]e = (—4,-2,5) and [T (u3)]e = (6,2, —10). Therefore

7 3 —-12 7 -4 6
B=|-4 -2 5 |. Hence matrix of T is A= 3 —2 2 1.
6 2 =10 -12 5 -10
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[llustration 2 :

32—
Let A= |—1 0 1 | be the matrix of a linear
2 1 —1

transformation T : R3 — R3 with respect to a basis
B = {Ul = (5, 1, 3), Uy = (3, 2, 2), uz = (1, 2, 1)}
Determine the linear transformation T.

Solution : Note that, the coordinate vectors [T (u1)]s = (3,—1,2),
[T(w)]s =(2,0,1) and [T (u3)]s = (—2,1,-1).




T(un
( 2)
T(us) =
Let u = (x,y,2) € R3.

Suppose u = kyuy + koup + kus.

Then we get
5k1—|—3k2—|—k3:X,k1+2k2—|—2k3:y,3k1+2k2—|—k322.
ki =-2x—y+4z, ky =5x+2y —9z, ks = —4x —y 4+ 7z.

But T(u) = ks T(v1) + ko T(u2) + k3 T(u3). Therefore
T(x,y,z) = (59x + 16y — 99z,18x + 5y — 30z,37x + 10y — 62z).

Jus = (14,5,9),
= (11,4,7) and
Ju3 (—8,—2, —5).

)= @)+ (-1)u
:(2)U1+(0) +
(— Uy

+(2
Jus
2)ur + (Nuz + (-1

(1
_|_
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Change of basis :

Theorem : Let V be a vector space with
dim(V) =n. Let E = {uy, u, ..., u,} and
F ={vi, v, ..., vy} be two bases of V. Then there
exists a non-singular matrix P = [p;j] of size n such
that v; = prju1 + pojta + - - - + pnitin, Vi, 1 <1 < n.

Note that P; = [p1; pa2i --- Pni]t, the ith column of P, is the coordinate
vector of v; with respect to the basis E for each i, 1 < i < n.

The matrix P in the above theorem is the coordinate transformation
matrix, called a transition matrix from F to E.

Also, if X and Y are the coordinate vectors of u € V with respect to the

bases E and F respectively then Y = P71X.
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Theorem : Let V' be a vector space with
dim(V)=nand T : V — V be a linear operator.
Let E ={u,up,...,upt and F ={vy,va,...,vp}
be two bases of V/, and let P be the transition
matrix from F to E. Then P~1AP is the matrix of
T w.r.t. the basis F whenever A is the matrix of T
w.r.t. the basis E.

Note that P~1AP and A are similar matrices.

lllustration : Let E = {(1,0),(0,1)} and

F ={(1,-1),(2,1)} be two bases of R?. Verify the
above theorem for T(x,y) = (x +y,x — 2y).




Thank you




